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SYSTEMS AND METHODS FOR
IMPLEMENTING A VIRTUAL AGENT
PERFORMING CONTEXT AND QUERY
TRANSFORMATIONS USING
UNSUPERVISED MACHINE LEARNING
MODELS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims the benefit of U.S. Provi-

sional Application No. 63/335,832, filed 28 Apr. 2022,
which 1s 1ncorporated 1n 1ts entirety by this reference.

TECHNICAL FIELD

[0002] This mvention relates generally to the machine
learning-based query response generation field, and more
specifically, to a new and useful system and method for
implementing a machine learning-based virtual agent.

BACKGROUND

[0003] Automated query response and/or query search
systems may typically be deployed to enable users to
discover answers to various questions. Many of the auto-
mated query response and/or search systems are naive, in
operation, and often only use regular expression searching
techniques to provide response to queries. A fundamental
problem with such automated response systems may be their
incapability to deliver useful responses to queries that may
be posed 1n a manner inconsistent with patterns of potential
responses 1 a search space. Accordingly, using regex or
similar search techniques, these automated query response
systems may fail 1 providing responses to non-conforming
queries.

[0004] Additionally, 1n circumstances in which multiple
related queries may be posed by a user 1n a querying session
or the like, the automated query response systems may not
be able to identily, much less, maintain a context of the
multiple queries to enable a production of best responses to
the multiple queries.

[0005] Thus, there 1s a need 1n the automated query search
and response fields to create new and useful systems and
methods for implementing machine learning-based context
generation and intelligent context-informed query search
and response. The embodiments of the present application
described herein provide technical solutions that address, at
least, the needs described above, as well as the deficiencies
ol the state of the art.

BRIEF SUMMARY OF THE INVENTION(S)

[0006] In some embodiments, a computer-implemented
method for improving a predictive response of a machine
learning-based virtual dialogue system, the computer-imple-
mented method includes: identifying an unfilled dialogue
slot based on computing a dialogue intent classification of
dialogue mput data provided by a user; generating, by a
context transformer model, a contextualized response based
on a context-transform pairing of the dialogue input data and
the unfilled dialogue slot; generating, by a question trans-
former model, a contextualized question based on a ques-
tion-transform pairing of the dialogue intent classification
and a target unfilled slot associated with the dialogue intent
classification; computing, by a span prediction model, a slot
value of the unfilled dialogue slot based on an mput of (a)
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the contextualized response and (b) the contextualized ques-
tion; and automatically executing a set of pre-determined
computer-executable instructions for performing a task in
response to or responding to the dialogue input data based on
the computing the slot value of the unfilled dialogue slot.
[0007] In some embodiments, the span prediction model
comprises a question-answering machine learning model
that 1s configured to receive a question-context input pairing
comprising a target contextualized question and a target
contextualized answer as a knowledgebase for the target
question, the input to the question-answering machine learn-
ing model defines the contextualized question as the target
contextualized question and the contextualized response as
the knowledgebase, and the question-answering machine
learning model computes the slot value of the unfilled
dialogue slot by extracting an answer to the contextualized
question from the contextualized response.

[0008] In some embodiments, the context transiformer
model comprises a language transformer model that 1s
configured to convert one or more tokens provided as 1nput
into one or more contextualized declarative statements or
sentences, and generating the contextualized response
includes: providing the context-transiorm pairing as input to
the language transformer model, and generating, via the
language transformer model, a contextualized response
inference comprising the contextualized response based on
the providing the context-transform pairing as input.

[0009] In some embodiments, the contextualized response
includes (a) declarative syntax and (b) one or more prompts
or sentences comprising tokens corresponding to the dia-
logue input data and the unfilled dialogue slot, and the span
prediction model uses the contextualized response as a
knowledgebase for the contextualized question.

[0010] In some embodiments, the question transformer
model comprises a language transformer model that 1s
configured to convert one or more non-question tokens
provided as mput into a question, and computing the con-
textualized question includes: providing the question-trans-
form pairing as input to the language transformer model, and
generating, via the language transformer model, a question
inference comprising the contextualized question based on
the providing.

[0011] In some embodiments, the contextualized question
includes (a) interrogative syntax, (b) at least one token
corresponding to the dialogue intent classification, and (c) at
least one token corresponding to the unfilled dialogue slot,
and the contextualized question aids the span prediction
model 1n extracting the slot value of the unfilled dialogue
slot from the contextualized response.

[0012] In some embodiments, the unfilled dialogue slot is
identified via a slot manager. In some embodiments, the slot
manager performs operations including: the computing the
dialogue 1ntent classification of the dialogue input data;
identifying a plurality slots required by the dialogue intent
classification; and identifving a slot fill status associated
with each of the plurality of slots, and the unfilled dialogue
slot 1s 1dentified based on the slot manager determining that
the unfilled dialogue slot has an unfilled slot status.

[0013] In some embodiments, the dialogue iput data is
provided 1n response to the machine learning-based virtual
dialogue system querying the user for the unfilled dialogue
slot, and querying the user for the unfilled dialogue slot
includes generating a dialogue message comprising one or
more strings of text probing the user for the unfilled dialogue
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slot, and displaying the dialogue message via a user interface
of the machine learning-based virtual dialogue system.

[0014] In some embodiments, the dialogue mnput data is
provided by the user and includes one or more strings of
unstructured text responding to the dialogue message.

[0015] In some embodiments, identiiying the unfilled dia-
logue slot includes: searching a dialogue reference data
structure based on the dialogue intent classification of the
dialogue 1nput data, identifying a plurality of slots required
by the dialog intent classification based on the searching,
computing, via a slot recognition machine learning model,
one or more slot recognition inferences based on an mput of
the dialogue input data, wherein each of the one or more slot
recognition inferences classifies a distinct set of one or more
tokens underpinning the dialogue input data to one of the
plurality of slots, determining that the dialogue input data
does not include a set of one or more tokens classified to a
subject slot of the plurality of slots based on an assessment
of the one or more slot recognition inferences, and ident-
tying the unfilled dialogue slot as the subject slot based on
the determining.

[0016] In some embodiments, computing the dialogue
intent classification of the dialogue input data includes:
implementing a dialogue intent classification model that 1s
configured to classity a string of text to one of a plurality of
dialog intents recognizable by the machine learning-based
virtual dialogue system, providing, to the dialogue intent
classification model, an mnput comprising the dialogue 1mput
data, and computing, via the dialogue intent classification
model, a dialogue intent classification inference comprising,
the likely dialogue intent classification of the dialogue input
data based on the providing of the input.

[0017] In some embodiments, the dialogue input data is
associated with a plurality of unfilled dialogue slots, includ-
ing the unfilled dialogue slot and a second unfilled dialogue
slot. In the some embodiments, the computer-implemented
method further includes: prompting the user for the second
unfilled dialogue slot; obtaining, from the user, a dialogue
response to the prompting; computing a value of the second
unfilled dialog slot based on the obtaining of the dialogue
response, wherein computing the value of the second
unfilled dialog slot includes: computing, via the question
transiformer model, a contextualized question for the second
unfilled dialogue slot based on an mput of a question-
transform pairing comprising the likely dialogue intent
classification and the second unfilled dialogue slot, comput-
ing, via the context transformer model, a contextualized
response for the second unfilled dialogue slot based on an
input of a context-transiform pairing comprising the dialogue
input data and the second unfilled dialogue slot, and com-
puting, via the span prediction model, a slot value of the
second unfilled dialogue slot based on an mput of the
contextualized question and the contextualized response
computed for the second unfilled dialogue slot; and auto-
matically executing the set of pre-determined computer-
executable mstructions based on computing the slot value of
the unfilled dialogue slot and the slot value of the second
unfilled dialogue slot.

[0018] In some embodiments, a computer-implemented
method for improving a predictive response of a machine
learning-based virtual dialogue system includes: 1dentifying
an uniilled dialogue slot associated with an active dialogue
between a user and a machine learning-based virtual dia-
logue system; and computing a slot value of the unfilled
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dialogue slot based on the identifying, wherein computing
the value of the unfilled dialogue slot includes: computing,
via a span prediction machine learning model, a slot value
answer inference identifying the value of the unfilled dia-
logue slot based on an iput of a contextualized question and
a contextualized response generated for the unfilled dialogue
slot.

[0019] In some embodiments, the contextualized question
1s generated based on a dialogue intent of the active dialogue
and the unfilled dialogue slot, and the contextualized
response 1s generated based on user responses provided
during the active dialogue and the unfilled dialogue slot.
[0020] In some embodiments, computing the contextual-
1zed question includes providing, to a question transformer
model, an mput comprising a target piece of dialogue input
data included 1n the active dialogue and the unfilled dialogue
slot, and generating, via the question transformer model, an
output comprising the contextualized question based on the
providing of the input.

[0021] In some embodiments, computing the contextual-
1zed response includes providing, to a context transformer
model, an mput comprising a dialogue intent classification
of the dialogue mput data and the unfilled dialogue slot, and
generating, via the context transformer model, an output
comprising the contextualized response based on the pro-
viding of the nput.

[0022] In some embodiments, the computer-implemented
method further comprises automatically updating, via a slot
arbiter, a slot 11ll status of the unfilled dialogue slot from an
unfilled slot status to a filled slot status based on the
computing of the slot value of the unfilled dialogue slot.

[0023] In some embodiments, the span-prediction
machine learning model 1s configured to (a) receive a
question-context pairing comprising a target question and a
knowledgebase for the target question and (b) extract an
answer to the target question from the knowledgebase, and
(c) output the answer extracted from the knowledge, the slot
value of the unfilled dialogue slot corresponds to the answer
extracted from the knowledgebase, and the mput to the
span-prediction machine learning model defines the contex-
tualized question as the target question and the contextual-
1zed response as the knowledgebase for contextualized ques-
tion.

[0024] In some embodiments, a computer program prod-
uct embodied 1n a non-transitory machine-readable storage
medium storing computer nstructions that, when executed
by one or more processors, perform operations comprising
identifying a plurality of unfilled dialogue slots associated
with an active dialogue between a user and a machine
learning-based virtual dialogue agent; obtaining one or more
subsequent dialogue mputs data based on prompting the user
for the plurality of unfilled dialogue slots; and computing a
slot value for each of the plurality of unfilled dialogue slots
based on the obtaining of the one or more subsequent dialog
inputs, wherein computing the slot value of each of the
plurality of unfilled dialogue slots includes: computing, via
a question-answering machine learning model, a plurality of
slot answer inferences based on an 1input of a contextualized

question and a contextualized response derived for each of
the plurality of unfilled dialogue slots.

[0025] In some embodiments, computing the slot value of
cach of the unfilled dialogue slots further includes: comput-
ing, via a question transformer model, a contextualized
question for each of the plurality of the unfilled dialogue
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slots based on an mput of a question-transform pairing
associated with each of the plurality of unfilled dialogue
slots; and computing, via a context transformer model, a
contextualized response for each of the plurality of unfilled
dialogue slots based on an mput of a context-transform
pairing associated with each of the plurality of unfilled
dialogue slots.

[0026] In some embodiments, a computer-implemented
method for improving a predictive response of a machine
learning-based virtual dialogue agent includes 1dentiiying an
unfilled dialogue slot based on computing a likely dialogue
intent of dialogue mput data provided by a user; obtaining
subsequent dialogue mnput data based on prompting the user
for the unfilled dialogue slot; computing a value of the
unfilled dialogue slot based on the obtaining of the subse-
quent dialog mput, wherein computing the value of the
unfilled dialogue slot includes: computing, via a question-
generator machine learning model, a machine learning-
derived query for the unfilled dialogue slot based on an 1input
of a question transform pairing comprising the likely dia-
logue intent and the unfilled dialogue slot, computing, via a
context-generator machine learning model, machine leamn-
ing-derived context for the unfilled dialogue slot based on an
input of a context transform pairing comprising the subse-
quent dialogue input data and the unfilled dialogue slot, and
computing, via a question-answering machine learning
model, a slot answer inference comprising the value of the
unfilled dialogue slot based on an mput of the machine
learning-derived query and the machine learning-derived
context computed for the unfilled dialogue slot; and auto-
matically executing a set of pre-determined computer-ex-
ecutable 1nstructions associated with the likely dialogue
intent based on computing the value of the unfilled dialogue
slot.

[0027] In some embodiments, the question-answering
machine learming model 1s configured to receive a question-
context pairing comprising a target question and a knowl-
edgebase for the target question, the mput to the question-
answering machine learning model defines the machine
learning-derived query as the target question and the
machine learning-derived context as the knowledgebase,
and the question-answering machine learning model com-
putes the value of the unfilled dialogue slot by extracting an
answer to machine learning-derived query from the machine
learning-derived context.

[0028] In some embodiments, the context-generator
machine learning model comprises a language transformer
model that 1s configured to convert one or more tokens
provided as mput into one or more declarative statements or
sentences, and computing the machine learning-derived
context includes: providing the context transform pairing as
input to the language transformer model, and generating, via
the language transformer model, a question-context infer-
ence comprising the machine learning-derived context based
on the providing.

[0029] In some embodiments, the machine learning-de-
rived context includes declarative syntax and one or more
prompts or sentences comprising tokens corresponding to
the subsequent dialogue 1nput data and the unfilled dialogue
slot, and the question-answering machine learning model
uses the machine learning-derived context as a knowledge-
base for the machine learning-derived query.

[0030] In some embodiments, the question-generator
machine learning model comprises a language transformer
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model that 1s configured to convert one or more tokens
provided as mput into a question, and computing the
machine learning-derived query includes: providing the
question transform pairing as input to the language trans-
former model, and generating, via the language transformer
model, a question inference comprising the machine learn-
ing-derived query based on the providing.

[0031] In some embodiments, the machine learning-de-
rived query includes interrogative syntax, at least one token
corresponding to the likely dialogue intent, and at least one
token corresponding to the unfilled dialogue slot, and the
machine learning-derived query aids the question-answering
machine learning model i extracting the value of the
unfilled dialogue slot from the machine learning-derived
context.

[0032] In some embodiments, the unfilled dialogue slot 1s
identified via a slot manager, the slot manager performs
operations including: the computing the likely dialogue
intent of the dialogue input data; identiiying a plurality slots
required by the likely dialogue intent; and identiiying a slot
{11l status associated with each of the plurality of slot, and the
unfilled dialogue slot 1s 1dentified based on the slot manager
determining that the slot fill status of at least one of the
plurality of slots relates to an unfilled slot status.

[0033] In some embodiments, the prompting of the user
includes generating a dialogue message comprising one or
more strings of text probing the user for the unfilled dialogue
slot, and displaying the dialogue message via a user interface
of the machine learning-based virtual dialogue agent.

[0034] In some embodiments, the subsequent dialogue
input data 1s obtained from the user and includes one or more
strings of unstructured text responding to the dialogue
message.

[0035] In some embodiments, identitying the unfilled dia-
logue slot includes searching a dialogue reference data
structure based on the likely dialogue intent of the dialogue
input data, identitying a plurality of slots required by the
likely dialog intent based on the searching, computing, via
a slot recognition machine learning model, one or more slot
recognition inferences based on an mput of the dialogue
input data, wherein each of the one or more slot recognition
inferences classifies a distinct set of one or more tokens
underpinning the dialogue mput data to one of the plurality
of slots, determining that the dialogue mmput data does not
include a set of one or more tokens classified to a subject slot
of the plurality of slots based on an assessment of the one or
more slot recognition inferences, and 1identifying the unfilled
dialogue slot as the subject slot based on the determining.

[0036] In some embodiments, computing the likely dia-
logue intent of the dialogue input data includes implement-
ing a dialogue intent classification model that 1s configured
to classily a string of text to one of a plurality of dialog
intents recognizable, providing, to the dialogue intent clas-
sification model, an 1nput comprising the dialogue input
data, and computing, via the dialogue intent classification
model, a dialogue intent classification inference comprising
the likely dialogue intent of the dialogue mput data based on
the providing of the mput.

[0037] In some embodiments, the dialogue input data is
associated with a plurality of unfilled dialogue slots, includ-
ing the unfilled dialogue slot and a second unfilled dialogue
slot. In some embodiments, the computer-implemented
method further comprises prompting the user for the second
unfilled dialogue slot; obtaining, from the user, a dialogue




US 2023/0350928 Al

response to the prompting; computing a value of the second
unfilled dialog slot based on the obtaiming of the dialogue
response, wherein computing the value of the second
unfilled dialog slot includes: computing, via the question-
generator machine learning model, a machine learning-
derived query for the second unfilled dialogue slot based on
an put of a question transform pairing comprising the
likely dialogue intent and the second unfilled dialogue slot,
computing, via the context-generator machine learning
model, machine learning-derived context for the second
unfilled dialogue slot based on an mmput of a context trans-
form pairing comprising the dialogue response and the
second unfilled dialogue slot, and computing, via the ques-
tion-answering machine learning model, a slot answer infer-
ence comprising the value of the second unfilled dialogue
slot based on an mput of the machine learning-derived query
and the machine learning-derived context computed for the
second uniilled dialogue slot; and automatically executing a
set of pre-determined computer-executable instructions
associated with the likely dialogue intent based on comput-
ing the value of the unfilled dialogue slot and the value of the
second unfilled dialogue slot.

[0038] In some embodiments, a computer-implemented
method for improving a predictive response of a machine
learning-based virtual dialogue agent comprises 1dentifying
an uniilled dialogue slot associated with an active dialogue
between a user and a machine learning-based virtual dia-
logue agent; obtaining subsequent dialogue input data based
on prompting the user for the unfilled dialogue slot; and
computing a value of the unfilled dialogue slot based on the
obtaining of the subsequent dialog input, wherein computing
the value of the unfilled dialogue slot 1includes: computing,
via a question-answering machine learning model, a slot
answer inference comprising the value of the unfilled dia-
logue slot based on an 1mput of a machine learning-derived
query and machine learning-derived context computed for
the unfilled dialogue slot.

[0039] In some embodiments, the machine learning-de-
rived query 1s computed based on a likely dialogue 1ntent of
the active dialogue and the unfilled dialogue slot, and the
machine learning-derived context 1s computed based on the
subsequent dialogue mput data and the unfilled dialogue
slot.

[0040] In some embodiments, computing the machine
learning-derived query includes providing, to a question
transformer model, an mput comprising the subsequent
dialogue input data and the unfilled dialogue slot, and
generating, via the question transformer model, an output
comprising the machine learning-derived query based on the
providing of the input.

[0041] In some embodiments, computing the machine
learning-derived context includes providing, to a context
transformer model, an input comprising the likely dialogue
intent and the unfilled dialogue slot, and generating, via the
question transformer model, an output comprising the
machine learning-derived context based on the providing of
the 1nput.

[0042] In some embodiments, the computer-implemented
method further comprises automatically moditying, via a
slot arbiter, a slot fill status of the unfilled dialogue slot from
an unfilled slot state to a filled slot state based on the
computing of the value of the unfilled dialogue slot.

[0043] In some embodiments, the question-answering
machine learning model 1s configured to receive a question-
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context pairing comprising a question and a knowledgebase
for the question and extract an answer to the question from
the knowledgebase, the value of the unfilled dialogue slot
corresponds to the answer extracted from the knowledge-
base, and the input to the question-answering machine
learning model defines the machine learning-derived query
as the question and the machine learning-derived context as
the knowledgebase for the machine learming-derived query.
[0044] In some embodiments, a computer-program prod-
uct embodied in a non-transitory machine-readable storage
medium storing computer instructions that, when executed
by one or more processors, performs operations comprising
identifving a plurality of unfilled dialogue slots associated
with an active dialogue between a user and a machine
learning-based virtual dialogue agent; obtaining one or more
subsequent dialogue mputs data based on prompting the user
for the plurality of unfilled dialogue slots; and computing a
value for each of the unfilled dialogue slot based on the
obtaining of the one or more subsequent dialog inputs,
wherein computing the value of each of the unfilled dialogue
slots 1ncludes: computing, via a question-answering
machine learning model, a plurality of slot answer infer-
ences based on an input of a machine learming-derived query
and machine learning-derived context derived for each of
the plurality of unfilled dialogue slots.

[0045] Insome embodiments, computing the value of each
of the unfilled dialogue slots further includes: computing,
via a question-generator machine learning model, a machine
learning-derived query for each of the plurality of the
unfilled dialogue slots based on an mput of a question
transform pairing associated with each of the plurality of
unfilled dialogue slots; and computing, via a context-gen-
erator machine learning model, machine learning-derived
context for each of the plurality of unfilled dialogue slots
based on an input of a context transform pairing associated
with each of the plurality of unfilled dialogue slots.

BRIEF DESCRIPTION OF THE FIGURES

[0046] FIG. 1 illustrates a schematic representation of a
system 100 1n accordance with one or more embodiments of
the present application;

[0047] FIG. 2 illustrates an example method 200 1n accor-
dance with one or more embodiments of the present appli-
cation;

[0048] FIG. 3 illustrates an example mixed process tlow
and block diagram of a subsystem of system 100 1n accor-
dance with one or more embodiments of the present appli-
cation; and

[0049] FIG. 4 illustrates an example process flow for
evaluating input received from a user 1 accordance with one
or more embodiments of the present application.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

[0050] The following description of the preferred embodi-
ments of the invention 1s not intended to limit the invention
to these preferred embodiments, but rather to enable any
person skilled in the art to make and use this invention.

[0051] 1. System for Machine Learning-Based Context
Identification, Query Handling and Automatic Response
(Generation

[0052] As shown i FIG. 1, a system 100 that may be
configured to implement an automated query handling using
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machine learning-based contextual parameters includes a
structure extractor 110, a structured query response reposi-
tory 120, and a context recognition response subsystem 130.

[0053] In one or more embodiments, the structure extrac-
tor 110 may be configured to identily and extract unstruc-
tured data from one or more sources of data and convert the
unstructured data to one or more recognized structured data
formats of the structured query response repository 120. In
such embodiments, the structure extractor 110 may be 1n
operable communication, via the Internet or the like, with
one or more sources ol unstructured data and similarly, 1n
operable communication with one or more structured reposi-
tories of the system 100.

[0054] Additionally, or alternatively, the structure extrac-
tor 110 may function to implement one or more machine
learning models including unsupervised machine learning
models, such as a transformer model, for converting the
unstructured data to vector representations mapped to an
n-dimensional space. In one or more embodiments, the
structure extractor may additionally 1dentily and/or discover
categories or topics of queries and responses based on an
application of one or more machine learning-based cluster-
ing techniques. In such embodiments, the structure extractor
110 may function to apply contextual tags or labels based on
the resulting clustering or grouping of the structured data.

[0055] The structured query response repository 120 may
be configured to store formerly unstructured data from one
or more sources of data in a structured format that may be
suitable for intelligent querying applications. In one or more
embodiments, the structured data may be stored in one or
more of pre-defined hierarchies and/or tables. Additionally,
or alternatively, the structured query response repository 120
may function to store contextual labels or tags, as metadata,
in association with each structured response item. It shall be
recognized that the structured query response repository 120
may function to implement any suitable data structure for
organizing, structuring, and/or storing data.

[0056] In one or more embodiments, the context recogni-
tion response subsystem 130 may 111c1ude a plurality of
distinct query handling routes configured to handle a target
query in either a contextless manner or 1n a manner with
previous context (e g., antecedent context), as illustrated by
way ol example i FIG. 3.

[0057] Additionally, or alternatively, the context recogni-
tion response subsystem 130 may implement one or more
ensembles of pre-trained or trained machine learning mod-
¢ls. The one or more ensembles of machine learning models
may employ any suitable machine learning including one or
more of: supervised learning (e.g., using logistic regression,
using back propagation neural networks, using random
forests, decision trees, etc.), unsupervised learning (e.g.,
using an Aprior1 algorithm, using K-means clustering),
semi-supervised learning, reinforcement learning (e.g.,
using a Q-learning algorithm, using temporal difference
learning), adversarial learning, and any other suitable leamn-
ing style. Each module of the plurality can implement any
one or more of: a regression algorithm (e.g., ordinary least
squares, logistic regression, stepwise regression, multivari-
ate adaptive regression splines, locally estimated scatterplot
smoothing, etc.), an 1stance-based method (e.g., k-nearest
neighbor, learning vector quantization, self-organizing map,
etc.), a regularization method (e.g., ridge regression, least
absolute shrinkage and selection operator, elastic net, etc.),
a decision tree learning method (e.g., classification and
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regression tree, iterative dichotomiser 3, C4.5, chi-squared
automatic interaction detection, decision stump, random
forest, multivariate adaptive regression splines, gradient
boosting machines, etc.), a Bayesian method (e.g., naive
Bayes, averaged one-dependence estimators, Bayesian
belietf network, etc.), a kernel method (e.g., a support vector
machine, a radial basis function, a linear discriminate analy-
s1s, etc.), a clustering method (e.g., k-means clustering,
density-based spatial clustering of applications with noise
(DBSCAN), expectation maximization, etc.), a bidirectional
encoder representation form transformers (BERT) {for

masked language model tasks and next sentence prediction
tasks and the like, variations of BERT (i.e., ULMF1T, XLM

UDity, MT-DNN, SpanBERT, RoBERTa, XLNet ERNIE,
KnowBERT, VideoBERT, ERNIE BERT-wwm, Mobile-
BERT, TinyBERT, GPT, GP1-2, GP1-3, GPT-4 (and all
subsequent 1terations), ELMo, content2Vec, and the like), an
associated rule learning algorithm (e.g., an Aprion algo-
rithm, an Eclat algorithm, etc.), an artificial neural network
model (e.g., a Perceptron method, a back-propagation
method, a Hopfield network method, a self-organizing map
method, a learning vector quantization method, etc.), a deep
learning algorithm (e.g., a restricted Boltzmann machine, a
deep belief network method, a convolution network method,
a stacked auto-encoder method, etc.), a dimensionality
reduction method (e.g., principal component analysis, par-
tial lest squares regression, Sammon mapping, multidimen-
sional scaling, projection pursuit, etc.), an ensemble method
(e.g., boosting, bootstrapped aggregation, AdaBoost,
stacked generalization, gradient boosting machine method,
random forest method, etc.), and any suitable form of
machine learning algorithm. Each processing portion of the
system 100 can additionally or alternatively leverage: a
probabilistic module, heuristic module, deterministic mod-
ule, or any other suitable module leveraging any other
suitable computation method, machine learning method or
combination thereof. However, any suitable machine learn-
ing approach can otherwise be incorporated in the system
100. Further, any suitable model (e.g., machine learning,
non-machine learming, etc.) may be implemented in the
various systems and/or methods described herein.

[0058] 2. Method for Implementing a Machine Learning-
Based Virtual Agent

[0059] As shown in FIG. 2, the method 200 for imple-
menting a machine learning-based virtual agent system
includes configuring a virtual dialogue system (5205),
receiving mmput or a request from a user (5210), generating
one or more requisite slot-informed questions (S220), deriv-
ing or identifying context for the one or more requisite
slot-informed questions (S230), computing one or more
requisite slot-informed question answers (S240), managing
or moditying values for one or more slots (5250), and
generating a response to the user (S260).

[0060] 2.05 Configuring a Virtual Dialogue Agent

[0061] S205, which includes configuring a virtual dia-
logue agent, may function to configure (or encode) the
virtual dialogue agent in accordance with configuration data
defined by a subscriber. In one or more preferred embodi-
ments, S205 may function to identify or receive the con-
figuration data via a web-based user interface provided by
the system 100. Accordingly, in such embodiments, the
web-based user interface may include one or more user
interface objects that enable S203 to receive the configura-
tion data from the subscriber.
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[0062] In some embodiments, the configuration data
received or identified by S205 may be 1n a pre-defined
format (e.g., JSON, XML, or the like) and/or may include
data, such as attributes, parameters, or properties, that indi-
cate configuration preferences of the subscriber. Exemplary
content or parameters that may be included 1n the subscriber-
provided configuration data will now be described below.
However, 1t shall be noted that the configuration data may
include additional, fewer, or diflerent attributes, parameters,
or properties in other embodiments without departing from
the scope of the mvention(s) contemplated herein.

[0063] In one or more embodiments, the configuration
data may include data instructing S2035 to encode and/or
instantiate a particular type of virtual dialogue agent with
capabilities for engaging 1n a dialogue and executing one or
more tasks or operations within a desired domain. For
instance, 1 a non-limiting example, the configuration data
may include an attribute named “type” with a value “col-
lect_and_confirm_slots” to request that S205 configure a
virtual dialogue agent that may function to identify and
extract one or more slot tokens or slot values from user input
(e.g., utterances or queries) provided to the virtual dialogue
agent, as will be described 1in greater detail herein. It shall be
noted that, 1n the above example, 1f a different type of virtual
dialogue agent 1s specified instead of “collect_and_confirm_
slots,” S205 would 1nstead configure/imtialize the different
type of virtual dialogue agent.

[0064] Furthermore, in some embodiments, the configu-
ration data may include data instructing S205 to configure
the virtual dialogue agent to 1dentify/recognize one or more
dialogue intents. A dialogue intent of the virtual dialogue
agent, as will be described 1n more detail herein, may relate
to the subject, purpose, category, domain, sub-domain, or
goal of an input provided to the virtual dialogue agent. In
such embodiments, the configuration data may include an
attribute named “intents” or “dialogue intents” that corre-
sponds to a list containing one or more intent definitions
(e.g., “intents™ [. .. ]).

[0065] An intent definition, in some embodiments, may
include data specilying an intent name and a potential
word/phase that a user may speak or otherwise provide to the
virtual dialogue agent to invoke that intent (e.g., {‘“name”:
“appointment scheduling”, “utterance™: “I’d like to schedule
an appointment”}). Accordingly, in embodiments where the
intent definition list includes a plurality of intent definitions,
S205 may function to configure the virtual dialogue agent to

identify/recognize a plurality of intents.

[0066] Moreover, 1n some embodiments, the configuration
data may include data for configuring the virtual dialogue
agent to i1dentify/recognize one or more slot values (e.g.,
key-value pairs). In other words, in some embodiments, the
configuration data may include data that defines one or more
slots associated with the one or more intents defined 1n the
configuration data. Accordingly, in such embodiments, the
configuration data may include an attribute named “slots”
that corresponds to a list (e.g., array) containing one or more
slot definitions (e.g., “slots™: [. . . ]).

[0067] A slot definition, 1n some embodiments, may
include data specitying a slot name/label and one or more
potential words/phrases that correspond to that slot (e.g.,
{“slot_name”: “date”, “phrases”: [“date”, “on date”, “for
date”]}). Accordingly, in embodiments where the slot defi-
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nition list mncludes a plurality of slot definitions, S205 may
function to configure the virtual dialogue agent to identify/
recognize a plurality of slots.

[0068] It shall be noted that the above examples are not
intended to be limiting and that the configuration data may
include additional, fewer, or different parameters than the
ones listed above. For instance, the configuration data may
additionally, or alternatively, include data for configuring the
messages/responses provided by the virtual dialogue agent,
including the beginning/imitial message provided by the
virtual dialogue agent, intermediate messages provided by
the virtual dialogue agent, final messages provided by the
virtual dialogue agent, inquiry messages provided by the
virtual dialogue agent, acknowledgement messages pro-
vided by the virtual dialogue agent, and/or the like.

10069]

[0070] Insome embodiments, 1n response to (or based on)
configuring the virtual dialogue agent 1n accordance with the
configuration data defined by the subscriber, S205 may
further function to deploy the virtual dialogue agent to a
production environment associated with the subscriber. In
some embodiments, once deployed to the production envi-
ronment, the virtual dialogue agent may be capable of
receiving mput from and responding to queries associated
with one or more users of the virtual dialogue agent (e.g.,
customers of the subscriber). That 1s, 1n some embodiments,
alter deploying the virtual dialogue agent to a production
environment, one or more users may be able to provide text
and/or utterance input to the virtual dialogue agent—as will
be described 1n greater detail herein.

Deploying a Virtual Dialogue Agent

[0071] 2.10 Query Classification: Dialogue Intent Infer-
ence
[0072] S210, which includes generating a dialogue intent

inference, may function to compute a dialogue intent clas-
sification based on receiving or identifying input from a user
interacting with the virtual dialogue agent deployed 1n S205.
In some embodiments, the user input received by S210 may
be input that i1s independent of other inputs previously
provided to the virtual dialogue agent by the user and/or may
be 1mitial mput provided to the virtual dialogue agent by the
user. It shall be noted that, in some portions of the disclosure,
this type of user input may be referred to as “stateless™ or
“contextless input.” Alternatively, 1n some embodiments, the
iput received or identified by S210 may be input that 1s
related to one or more other mmputs or queries previously
provided to the virtual dialogue agent by the user (“contin-
ued dialog input™).

[0073] Root Classification: Null State or Contextless Clas-
sification
[0074] In one or more embodiments, after S210 receives

user mput, S210 may further function to compute a classi-
fication inference (e.g., dialogue ntent classification infer-
ence) that may identily a dialogue intent of the received user
input. That 1s, S210 may function to determine to which
intent of the one or more 1ntents recognizable by the virtual
dialogue agent the recerved user input corresponds. In one or
more embodiments, computing the dialogue intent classifi-
cation mnference for a target user mput may include imple-
menting one or more and/or an ensemble of dialogue clas-
sification machine learning models that may function to
predict one or more potential dialogue intent classifications
based on an 1put of an embeddings vector corresponding to
the target user input.
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[0075] It shall be noted that, 1n some embodiments, to
compute an embedding vector for the recerved user nput,
S210 may function to implement an unsupervised machine
learning model, such as a transiformer model or an embed-
dings model, that may operate to convert text provided as
input to a vector value 1n an n-dimensional space.

[0076] In some embodiments, aiter or based on converting
the recerved user input to corresponding embedding vectors,
S210 may function to determine the dialogue ntent whose
numerical vector or embedding representation 1s most simi-
lar (e.g., closest) to the vector representation of the received
user input and, 1n turn, classily the received user iput based
on the intent corresponding to that dialogue intent. For
instance, 11 S210 determines that a numerical vector repre-
sentation ol an utterance corresponding to a first dialogue
intent 1s closest to the numerical vector representation of the
received user input, S210 may function to classity the intent
of the recetved user mput as the first dialogue intent.
Conversely, 1f S210 determines that a numerical vector
representation of an utterance corresponding to a second
dialogue 1ntent 1s closest to the numerical vector represen-
tation of the received user input, S210 may function to
classily the intent of the received user mput as the second
dialogue intent.

[0077] Generating Context Nexus Parameters

[0078] Additionally, or alternatively, S210 may function
to 1dentily and/or compute context nexus parameter values
for the user mput. As described 1n more detail in U.S.
Provisional Application No.: 63/305,366, which 1s incorpo-
rated 1 its entirety by this reference, a context nexus
preferably relates to a machine learning-derived artifact that
includes one or more contextual parameter values that relate
to at least one likely topic area or category associated with
the received user mput. In a preferred embodiment, a context
nexus may include a first context nexus parameter (e.g., a
category context nexus parameter) relating to top-level
category or topic corresponding to the received user input
and a second context nexus parameter (e.g., a sub-category
context nexus parameter) relating to a low-level or sub-
category or sub-topic within or intersecting the top-level
category (e.g., {cat_param, sub-cat_param}).

[0079] Furthermore, as described 1n more detail in U.S.
Provisional Application No.: 63/305,366, computing a con-
text nexus for the received user mput may include compu-
tationally mapping a numerical vector representation of the
received user input (as described above) to a multi-dimen-
sional space being defined by categorical and sub-categorial
clusters of embedding or vector values that represent distinct
query topic areas and query sub-topic areas. That 1s, 1n such
embodiments, S210 may function to attribute or associate
the embedding value of the received user input to at least one
cluster of embedding values within the multi-dimensional
space. In this way, S210 may function to 1dentily at least one
top-level category associated with at least one cluster and at
least one sub-level category associated with a smaller or
overlapping cluster based on the attribution.

[0080] Identifying Slot Values: Continued Dialog Classi-
fication
[0081] Additionally, or alternatively, in one or more

embodiments, 11 or when a target user iput may be identi-
fied as “continued dialog input,” S210 may function to
identily or extract one or more slot values (e.g., slot labels)
associated with the received user mput. In a preferred
embodiment, S210 may function to generate one or more
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slot queries to the user based on a list of unfilled, required
slots associated with the dialog intent of the continued
dialog 1nput. Accordingly, as a virtual agent system extracts
and {ills each requisite or required slot, S210 may function
to update the list of unfilled, required slots to remove
required slots that have been filled based on user inputs or
utterances. For instance, 1n a non-limiting example, 1f a
dialog intent of a continued dialog input i1s determined to be
“scheduling appointment™, S210 may function to identity
the unfilled, required slots (e.g., “date”, “location”, and the
like) associated with the scheduling appointment dialog
intent based on a reference or a slot lookup of the dialogue
reference data structure (e.g., the configuration data i1denti-
fied 1n S205). As described 1n more detail 1n the following
sections, the method 200 may generate a slot-informed
query (e.g., an Al or virtual agent query) for each unfilled,
required slot (i.e., requisite slot) for performing a slot value
extraction from a received user query or a user utterance.

[0082] 2.20 Slot-Filling for Continued Dialogue: Slot-
Informed Query Transformation

[0083] S220, which includes generating a slot-informed
query, may function to perform at least part of a slot-filling
task using an unsupervised machine learning model that may
convert or transform a question transform pairing of dia-
logue 1ntent classification of a current or previous user query
and a requisite/required slot ({dialogue intent, slot N}) to a
machine learning-derived query for computing an answer
inference using a downstream question-answer prediction
model. In a preferred embodiment, S220 may function to
define a distinct question transform pairing for each slot N
that may be required (e.g., unfilled, required slots) for
successiully completing a slot-filling task for an identified
dialogue intent of the user query. Accordingly, S220 may
function to generate a slot-informed query for predicting an
answer 1mference comprising a slot value (e.g., one or more
tokens extracted from the contextual-answer) from an
answer or knowledge bank (e.g., such as the contextual-
answer described 1 S230) for each slot N. In a preferred
implementation, the answer inference preferably includes a
predicted slot value for each slot N together with an infer-
ence or prediction score mndicating a confidence or a likel-

hood that the prediction for the slot value accurately matches
the slot N.

[0084] In a preferred embodiment, the unsupervised
machine learning model that transforms a question pairing to
a requisite slot-informed question comprises a language
transiformer model, such as a question transformer model. In
such preferred embodiments, S220 may function to provide
a dialogue intent classification (label) of a user query
together with a requisite slot for satistying the dialogue
intent of the user query, as model inputs, to the question
transformer model. That 1s, implementing the question trans-
former model, S220 may function to convert a non-question
(e.g., intent value and a required slot) to a question.

[0085] In turn, the question transformer model may func-
tion to perform a transformation of the parameters of the
question transform pairing and/or derive, as output, a req-
uisite slot-informed question that may be targeted for dis-
covering or extracting a slot value from an answer bank for
the requisite slot N (1.e., one of the parameters of the
question transform pairing). For instance, in a non-limiting
example, i S210 generates a dialogue classification intent
for a received user query, such as “I would like to schedule
an appointment”, indicating that the user query may be of a
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“schedule appointment” intent and that a requisite slot for
satistying the intent includes a “location™ slot, S220 may
function to define a question transform pairing that includes
the parameters or terms “schedule appoimtment™ and “loca-
tion”({schedule appointment, location}), as model inputs to
the question transformer model. In response, the question
transformer model may generate as output a question based
on the terms provided as input, such as “What 1s the schedule
appointment location?”. An output of the question trans-
former model preferably includes a constructed question that
may include the dialogue intent classification and the req-
uisite slot 1 syntax for a properly phrased or worded
interrogative sentence.

[0086] It shall be noted that the question transformer
model may generate a diflerent output when S220 provides
different mput terms/parameters to the question transformer
model. For instance, 11 S220 would have instead determined
that the received user mput corresponds to a “send money”
intent and a requisite slot for the “sending money” intent
comprises a “destination” slot, S220 may function to pro-
vide the terms “send money” and “destination”, as model
input to the question transform model. Accordingly, 1n
response, the question transformer model may generate a
different question as compared to the above example, such
as “What 1s the send money destination?”’.

[0087] Additionally, or alternatively, in some embodi-
ments, S220 may function to generate a requisite slot-
informed question for the user input received 1n S210 via
question construction heuristics. In some such embodi-
ments, S220 may function to construct a requisite slot-
informed question by combining or concatenating a pre-
defined question prefix with the intent and the requisite slot
determined to be associated with the received user 1nput
(preferably combined 1n the above-mentioned order).

[0088] It shall be noted that, in some embodiments, a
requisite slot-informed question may be generated or 1den-
tified 1n one or more other ways without departing from the
scope of the mvention. For instance, in addition, or as an
alternative, to the embodiments described above, S230 may
function to 1dentify a prompt or question previously asked to
the user as the requite slot-informed question. That is, 1f the
conversational dialogue agent previously prompted the user
for a target slot, such as prompting the user for a source
account slot (e.g., “What 1s the source account?””) or the like,
the method 200 may use the prompt generated by the
conversational dialogue agent as the slot-informed question
for the target slot.

[0089] Additionally, or alternatively, S220 may function
to define a distinct question transform pairing for each
distinct slot N associated with a given dialogue intent
classification of a user query. In such embodiments, S220
may function to perform a slot lookup of the dialogue
reference data structure for the one or more requisite slots
for satistying the given dialogue intent classification.

[0090] 2.30 Slot-Filling Task {for Continued Dia-
loguellSlot-Informed Context Transformation

[0091] S230, which includes generating slot-informed
contextual-answer data, may function to perform at least part
of a slot-filling task using an unsupervised machine learning
model that may convert a context transform pairing of a
current or previous user query and a requisite slot ({query,
slot N}) to contextual-answer data for computing an answer
inference using a downstream question-answer prediction
model. In a preferred embodiment, S230 may function to
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define a distinct context transform pairing for each slot N
that may be required for successiully completing a slot-
f1lling task for an 1dentified dialogue intent of the user query.

[0092] As will be described in greater detail 1n S240, the
computed or 1dentified contextual-answer may be provided,
along with the corresponding requisite slot-informed ques-
tion, to a span prediction model, such as a question-answer-
ing machine learning model that may function to derive an
answer (1.¢., a slot value) to the provided requisite slot-
informed question from the provided contextual-answer. It
shall be noted that, 1n some portions of the disclosure, the
contextual-answer generated along with a requisite slot-
informed question may also be referred to as a “knowledge
base for the requisite slot-informed question™ (e.g., the
source of information from which an answer can be obtain
or derived).

[0093] In a preferred implementation, the unsupervised
machine learning model that may function to transform a
given context transform pairing may comprise a language
transformer machine learning model, such as a context
transformer model. In this preferred implementation, S230
may function to provide the parameters of the context
transform pairing including the user query together with a
requisite slot N associated with the dialogue intent of the
user query, as model inputs, to the context transformer
model.

[0094] In turn, the context transformer model may func-
tion to perform a transformation of the parameters of the
context transform pairing and/or derive, as output, a con-
textual answer that may be evaluated using a requisite
slot-informed question to extract one or more tokens as a slot
value for a requisite slot N. In such embodiments, the
generated context data may be used as knowledge bank or
answer reference for the question-answering model. For
instance, i a non-limiting example, 11 a user query or user
utterance that 1s identified or received includes the phrase/
utterance “Bulding 27 as user mput and a requisite slot for
satisfying a dialogue classification intent of the user utter-
ance includes an “appointment location” slot, S230 may
function to define a context transform pairing that includes
the parameters or the terms “Building 2™ and “appointment
location” ({Building 2, appointment location}), as model
inputs to the context transformer model. In response, the
context transformer model may generate one or more tokens
or sentences as possible contextual answers for the requisite
slot-informed question. In such non-limiting example, the
context transform pairing, {Building 2, appointment loca-
tion}, may be transformed to the sentence ““The appointment
location 1s Building 2.” That 1s, implementing the context
transformer model, S230 may function to convert a user
query to a non-query, knowledge bank, answer bank, or
answer.

[0095] It shall be noted that different outputs may be
generated when S230 provides different inputs to the context
transformer model. For instance, 1f S230 would have instead
determined that the received user input includes the phrase
“checking account” and that the slot last requested, by the
virtual dialogue agent, corresponds to a “source account”
slot, S230 may function to provide the terms “checking
account” and “source account” to the context transformer
model. Accordingly, in response to the context transform
model receiving the above-mentioned inputs, the context
transformer model may generate a different context for the
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requisite slot-informed question, such as “The ftransier
source account 1s checking account.”

[0096] It shall be noted that, 1n some embodiments, the
output of the context transformer model may not always be
used as the context for the requisite slot-informed question.
For instance, 1n a non-limiting example, S230 may not use
the output of the context transformer model as the context
for the requisite slot-informed question 1f the received user
input and the associated slot are semantically different. That
1s, S230 may function to use the mput received 1n S210 as
the context for the requisite slot-informed question (and not
the output of the context transform model) 1if a numerical
vector representation of the received user mput and a
numerical vector representation of the associated slot are
more than (or less than) a threshold distance from each other.
It shall be noted that numerical vector representations cor-
responding to the received user mput and the associated slot
may be computed by one or more of the unsupervised
machine learning models previously described 1 S210 or
system 100.

[0097] Furthermore, 1n a second non-limiting example,
5230 may function to use the mput received in S210 as the
context for the requisite slot-informed question (and not the
output of the context transform model) 1f the virtual dialogue
agent has not previously requested the user to provide
information for a target slot. That 1s, 1n some embodiments,
a user’s query or utterance may suiliciently include all
required slot values for each requisite slot N, such that a
context transformation of the user’s query may be extrane-
ous or redundant.

[0098] It shall be noted that context for a requisite slot-
informed question may be generated in one or more other
ways without departing from the scope of the invention. For
instance, 1n addition, or as an alternative, to the embodi-
ments described above, S230 may function to generate
context for a requsite slot-informed question based on
context generation heuristics, including (but not limited to)
augmenting the user input received i S210 with a pre-
defined answer prefix 1f the user mput includes less than a
pre-determined number of words or the like.

[0099] 2.40 Computing a Slot-Informed Answer|Predict-
ing a Slot Value+Inference Score

[0100] S240, which includes computing a slot value and
slot inference score, may function to compute an answer
comprising a slot value for a requisite slot N. Additionally,
or alternatively, S240 may function to compute a corre-
sponding slot inference score that preferably relates to a
degree of confidence or a probability value that the predicted
slot value correctly matches the requisite slot N. It shall be
noted that, S240 may function to predict a slot value and a
slot inference score for each distinct slot N and a given
slot-informed question. That 1s, if a given dialogue intent
classification for a user query or utterance requires multiple
slots N to successiully address the user query, S240 may
function to compute a distinct slot value and score by
distinctly pairing a given contextual answer with each of the
multiple slots. That 1s, in some embodiments, 1T S220
generated one or more requisite slot-informed questions,
S240 may function to derive an answer to each of the one or
more requisite slot-informed questions generated in S220 for
a given context (that 1s, the context 1s not changed until
multiple distinct slot value and score pairings are produced
tor the multiple distinct slots).
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[0101] In some embodiments, to derive an answer to a
requisite slot-informed question generated 1n S220, S240
may function to implement a span prediction model, such as
a question-answering machine learning model, as shown
generally by way of example 1mn FIG. 4. In such embodi-
ments, S240 may function to provide the slot-informative
question generated 1n S220 and the context generated for the
requisite slot-informed question 1n S230 to the question-
answering machine learning model. In response to the
question-answering machine learning model receiving the
above-described 1nputs, the question-answering machine
learning model may extract an answer (e.g., slot value) to the
requisite slot-informed question from the provided context
and/or produce a confidence score associated with the
extracted answer.

[0102] For instance, in a non-limiting example, 11 S220
generated the requisite slot-informed question “What 1s the
schedule appointment location?” and S230 generated as
context for the requsite slot-informed question “The
appointment location 1s Building 2” (for reasons previously
described), S240 may function to provide the requisite
slot-informed question and the corresponding context to the
question-answering machine learning model. In response to
the question-answering machine learning model receiving
the above-mentioned 1nputs, the question-answering
machine learning model may extract “Building 2”7 as an
answer to the requisite slot-informed question with a respec-
tive amount of confidence. It shall be noted that the answer
to the requisite slot-informed question, 1n some portions of
the disclosure, may be referred to as the “predicted slot
value,” “computed slot value,” or the like.

[0103] It shall also be noted in instances where S220
functions to generate a plurality of requisite slot-informed
questions, S240 may function to generate an answer to each
ol the plurality of requisite slot-informed questions 1n analo-
gous ways.

[0104] 2.50 Slot Arbiter|Slot Manager

[0105] S250, which includes globally managing slot value
assignments, may function to manage or update slot value
assignments based on outputs produced by the above-de-
scribed question-answering machine learning model. In a
preferred embodiment, S250 may function to implement a
slot arbiter or slot manager to assign values to the slots
recognizable by the deployed virtual dialogue agent.

[0106] Additionally, or alternatively, 1n operation, the slot
arbiter may function to identify all requisite slots for a given
dialog intent associated with an active dialog between a user
and a virtual agent and identily a fill status (1.e., filled,
unfilled, etc.) of each requisite slot. In a circumstance in
which the slot arbiter 1dentifies that a requisite slot may be
unfilled, a signal may be generated to encourage the slot-
filling system or the like to extract a slot value (e.g., execute
S5220-5240). In the circumstance that all requisite slots are
considered filled, S250 implementing the slot arbiter may
generate a signal that encourages a completion response,
such as a confirmation response that prompts the user to
correct any slot value or finish the requested action (e.g.,
schedule appointment) and/or generate a completion or
tulfilled response (S260) using the slot values (e.g., data
filtered by the slots).

[0107] In some embodiments, the slot arbiter modifies/
updates a current value of a slot based on output produced
by the above-described question-answering machine learn-
ing model. For instance, 1n a non-limiting example, 11 S240
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produced an answer to a requisite slot-informed question
associated with a first slot (e.g., an “appointment location™
slot), S250 may function to provide that answer to the slot
arbiter. The slot arbiter, in turn, may compare the current
value assigned to the first slot against the answer produced
by the question-answering model, and 11 they correspond to
different values, the slot arbiter may assign the answer
produced by the question-answering model as the new slot
value for the first slot.

[0108] It shall be noted that, in some embodiments, the
slot arbiter may not update the value of a slot even 1f the
current value of the slot and the answer produced by the
question-answering machine learning model are different.
For instance, in such embodiments and with continued
reference to the above example, the slot arbiter may forgo
replacing the current value assigned to the first slot with the
answer produced by the question-answering model i1 the
confidence score associated with the answer—as described
in S240—is below a confidence score threshold. It shall also
be noted that S250 may function to update other slots
recognizable by the wvirtual dialogue agent in analogous
ways described above.

[0109] Further in some embodiments, the slot arbiter may
also Tunction to resolve conflicts between answers produced
by the question-answering machine learning model. For
instance, 1n a non-limiting example, 11 S240 produces a same
answer to a first requisite slot-informed question associated
with a first slot (e.g., “source account” slot) and a second
requisite slot-informed question associated with a second
slot (e.g., “destination account” slot), S250 may function to
provide the answers produced for the first and the second
requisite slot-informed question to the slot arbiter. The slot
arbiter, 1n turn, may function to assign (or update) the value
of the first slot to the answer produced by the question-
answering machine learning machine learning model 1t the
confidence score associated with the answer to the first
requisite slot-informed question 1s higher than the confi-
dence score associated with the answer to the second req-
uisite  slot-informed question. Alternatively, 1 some
embodiments, the slot arbiter may function to assign (or
update) the value of the second slot to the answer produced
by the question-answering machine learning machine learn-
ing model 1f the confidence score associated with the answer
to the second requisite slot-informed question 1s higher than
the confidence score associated with the answer to the first
requisite slot-informed question.

[0110] Additionally, or alternatively, in some embodi-
ments, the slot arbiter or manager may function to use an
embedding of at least one of the user utterance, the machine
learning-derived context, or the machine learning-derived
query to inform a slot resolution of the one or more tokens
extracted via the question-answering model. In such
embodiments, the slot arbiter or manager may function to
compute a plurality of embedding distances between the
embedding of the at least one of the user utterance, the
machine learning-derived context, or the machine learning-
derived query and a plurality of slot resolution options, and
associate the one or more tokens with a slot resolution option
that has a shortest embedding distance to the at least one of
the user utterance, the machine learning-derived context, or
the machine learning-derived query. Furthermore, 1n some
embodiments, the slot arbiter or manager may function to
determine (e.g., infer or interpolate) a data type of one or
more tokens extracted from a user input via the question-
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answering model. For instance, 1 a non-limiting example,
based on the question-answering model extracting the token
(s) March 3" from the user input, the slot arbiter, in turn,
may function to represent the March 37 token(s) as a Unix
timestamp.

[0111] 2.60 Generating a Virtual Agent Response

[0112] 5260, which includes generating a response, may
function to generate a response to a user query based on an
evaluation of one or more possible responses using the
extracted slot values. In one implementation, S260 may
function to identily a response template or the like by a
reference to or a look up of the dialogue reference data
structure (e.g., configuration data) for one or more slots
being filled with one or more extracted slot values. In such
implementation, S260 may {function to interleave the
extracted slot values into the one or more slots of the
response template to create a possible virtual agent response.
As described below for a target user query or user utterance,
5260 may function to create a possible virtual agent
response 1 a contextless manner and another possible
virtual agent response 1n a contextiul manner, which 1n turn
may be the subject of a response comparison and selection
for output.

[0113] That 1s, 1n some embodiments and as described 1n
more detail 1n U.S. Provisional Application No.: 63/303,366,
the method 200 may function to concurrently generate a
contextless response and a contextul response for a subject
user query. In turn, the method 200 may function to compare
and/or assess a response score of the contextless response
against a response score ol the contextiul response and
select the response having the highest response score as the
(optimal) response to the user query or utterance. It shall be
noted that in circumstances where the contextiul response
score and the contextless response score are the same or
substantially similar, the method 200 may function to pro-
vide the contextiul response to the user query, which may
aid in biasing the conversational dialogue agent to remain 1n
a current dialogue flow or session with the user as opposed
to exiting to a new dialogue flow or session.

[0114] 3. Computer-Implemented Method and Computer
Program Product

[0115] The system and methods of the preferred embodi-
ment and variations thereof can be embodied and/or imple-
mented at least 1n part as a machine configured to receive a
computer-readable medium storing computer-readable
instructions. The instructions are preferably executed by
computer-executable components preferably integrated with
the system and one or more portions of the processors and/or
the controllers. The computer-readable medium can be
stored on any suitable computer-readable media such as
RAMs, ROMs, flash memory, EEPROMSs, optical devices
(CD or DVD), hard drives, floppy drives, or any suitable
device. The computer-executable component 1s preferably a
general or application specific processor, but any suitable
dedicated hardware or hardware/firmware combination
device can alternatively or additionally execute the instruc-
tions.

[0116] Although omitted for conciseness, the preferred
embodiments include every combination and permutation of
the implementations of the systems and methods described
herein.

[0117] As a person skilled in the art will recognize from
the previous detailed description and from the figures and
claims, modifications and changes can be made to the




US 2023/0350928 Al

preferred embodiments of the mvention without departing
from the scope of this mvention defined 1n the following
claims.

We claim:

1. A computer-implemented method for mmproving a
predictive response of a machine learming-based wvirtual
dialogue system, the computer-implemented method com-
prising:

identifying an unfilled dialogue slot based on computing

a dialogue intent classification of dialogue mput data
provided by a user;
generating, by a context transformer model, a contextu-
alized response based on a context-transform pairing of
the dialogue input data and the unfilled dialogue slot;

generating, by a question transformer model, a contextu-
alized question based on a question-transiform pairing
of the dialogue intent classification and a target unfilled
slot associated with the dialogue intent classification;

computing, by a span prediction model, a slot value of the
unfilled dialogue slot based on an input of (a) the
contextualized response and (b) the contextualized
question; and
automatically executing a set of pre-determined com-
puter-executable instructions for performing a task in
response to or responding to the dialogue mmput data
based on the computing the slot value of the unfilled
dialogue slot.
2. The computer-implemented method according to 1,
wherein:
the span prediction model comprises a question-answer-
ing machine learning model that 1s configured to
receive a question-context iput pairing comprising a
target contextualized question and a target contextual-
1zed answer as a knowledgebase for the target question,

the input to the question-answering machine learning
model defines the contextualized question as the target
contextualized question and the -contextualized
response as the knowledgebase, and

the question-answering machine learning model com-

putes the slot value of the unfilled dialogue slot by
extracting an answer to the contextualized question
from the contextualized response.

3. The computer-implemented method according to 1,
wherein:

the context transformer model comprises a language

transformer model that 1s configured to convert one or

more tokens provided as input imnto one or more con-

textualized declarative statements or sentences, and

generating the contextualized response 1ncludes:

providing the context-transform pairing as input to the
language transformer model, and

generating, via the language transformer model, a con-
textualized response inference comprising the con-
textualized response based on the providing the
context-transform pairing as nput.

4. The computer-implemented method according to 1,
wherein:

the contextualized response includes (a) declarative syn-

tax and (b) one or more prompts or sentences compris-
ing tokens corresponding to the dialogue input data and
the unfilled dialogue slot, and

the span prediction model uses the contextualized

response as a knowledgebase for the contextualized
question.
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5. The computer-implemented method according to 1,
wherein:
the question transformer model comprises a language
transformer model that 1s configured to convert one or
more non-question tokens provided as input mto a
question, and
computing the contextualized question includes:
providing the question-transform pairing as input to the
language transformer model, and
generating, via the language transformer model, a ques-
tion 1nference comprising the contextualized ques-
tion based on the providing.
6. The computer-implemented method according to 1,
wherein:
the contextualized question 1includes (a) interrogative syn-
tax, (b) at least one token corresponding to the dialogue
intent classification, and (c) at least one token corre-
sponding to the unfilled dialogue slot, and
the contextualized question aids the span prediction
model i extracting the slot value of the unfilled
dialogue slot from the contextualized response.
7. The computer-implemented method according to 1,
wherein:
the unfilled dialogue slot 1s 1dentified via a slot manager,
the slot manager performs operations including:
the computing the dialogue intent classification of the
dialogue mput data;
identifying a plurality slots required by the dialogue
intent classification; and
identifying a slot fill status associated with each of the
plurality of slots, and
the unfilled dialogue slot i1s identified based on the slot
manager determining that the unfilled dialogue slot has
an unfilled slot status.
8. The computer-implemented method according to 1,
wherein:
the dialogue input data i1s provided in response to the
machine learning-based virtual dialogue system query-
ing the user for the unfilled dialogue slot, and
querying the user for the unfilled dialogue slot includes:

generating a dialogue message comprising one or more
strings of text probing the user for the unfilled
dialogue slot, and

displaying the dialogue message via a user interface of
the machine learning-based virtual dialogue system.

9. The computer-implemented method according to 8,
wherein the dialogue input data 1s provided by the user and
includes one or more strings of unstructured text responding
to the dialogue message.

10. The computer-implemented method according to 1,
wherein 1dentitying the unfilled dialogue slot includes:

searching a dialogue reference data structure based on the
dialogue intent classification of the dialogue input data,

identifying a plurality of slots required by the dialog
intent classification based on the searching,

computing, via a slot recognition machine learning model,
one or more slot recognition inferences based on an
input of the dialogue 1nput data, wherein each of the
one or more slot recognition inferences classifies a
distinct set of one or more tokens underpinning the
dialogue put data to one of the plurality of slots,

determining that the dialogue mput data does not include
a set of one or more tokens classified to a subject slot
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of the plurality of slots based on an assessment of the
one or more slot recognition inferences, and

identifying the unfilled dialogue slot as the subject slot
based on the determining.

11. The computer-implemented method according to 1,
wherein computing the dialogue intent classification of the
dialogue input data includes:

implementing a dialogue intent classification model that

1s configured to classily a string of text to one of a
plurality of dialog intents recognizable by the machine
learning-based virtual dialogue system,

providing, to the dialogue intent classification model, an

input comprising the dialogue input data, and

computing, via the dialogue intent classification model, a

dialogue intent classification inference comprising the
likely dialogue intent classification of the dialogue
input data based on the providing of the put.

12. The computer-implemented method according to 1,
wherein:

the dialogue mput data 1s associated with a plurality of

unfilled dialogue slots, imncluding the unfilled dialogue
slot and a second unfilled dialogue slot,

the computer-implemented method further comprising:

prompting the user for the second unfilled dialogue
slot;

obtaining, from the user, a dialogue response to the
prompting;

computing a value of the second unfilled dialog slot
based on the obtaining of the dialogue response,
wherein computing the value of the second unfilled
dialog slot includes:

(a) computing, via the question transformer model, a
contextualized question for the second unfilled
dialogue slot based on an input of a question-
transform pairing comprising the likely dialogue
intent classification and the second unfilled dia-
logue slot,

(b) computing, via the context transformer model, a
contextualized response for the second unfilled
dialogue slot based on an iput of a context-
transform pairing comprising the dialogue input
data and the second unfilled dialogue slot, and

(c) computing, via the span prediction model, a slot
value of the second unfilled dialogue slot based on
an input of the contextualized question and the
contextualized response computed for the second
unfilled dialogue slot; and

automatically executing the set of pre-determined com-
puter-executable instructions based on computing
the slot value of the unfilled dialogue slot and the slot
value of the second unfilled dialogue slot.

13. A computer-implemented method for improving a
predictive response of a machine learning-based virtual
dialogue system, the computer-implemented method com-
prising:

identifying an unfilled dialogue slot associated with an

active dialogue between a user and a machine learning-
based virtual dialogue system; and

computing a slot value of the unfilled dialogue slot based

on the 1identifying, wherein computing the value of the

unfilled dialogue slot includes:

computing, via a span prediction machine learning
model, a slot value answer inference 1dentifying the
value of the unfilled dialogue slot based on an 1mnput
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of a contextualized question and a contextualized
response generated for the unfilled dialogue slot.

14. The computer-implemented method according to
claim 13, wherein:

the contextualized question 1s generated based on a dia-

logue intent of the active dialogue and the unfilled
dialogue slot, and

the contextualized response 1s generated based on user

responses provided during the active dialogue and the
unfilled dialogue slot.

15. The computer-implemented method according to
claam 13, wherein computing the contextualized question
includes:

providing, to a question transformer model, an nput

comprising a target piece of dialogue mput data
included in the active dialogue and the unfilled dia-
logue slot, and

generating, via the question transformer model, an output

comprising the contextualized question based on the
providing of the put.
16. The computer-implemented method according to
claiam 13, wherein computing the contextualized response
includes:
providing, to a context transformer model, an mput com-
prising a dialogue intent classification of the dialogue
input data and the unfilled dialogue slot, and

generating, via the context transformer model, an output
comprising the contextualized response based on the
providing of the put.

17. The computer-implemented method according to
claim 13, further comprising:

automatically updating, via a slot arbiter, a slot fill status

of the unfilled dialogue slot from an unfilled slot status
to a filled slot status based on the computing of the slot
value of the unfilled dialogue slot.
18. The computer-implemented method according to 13,
wherein:
the span-prediction machine learning model 1s configured
to (a) recerve a question-context pairing comprising a
target question and a knowledgebase for the target
question and (b) extract an answer to the target question
from the knowledgebase, and (c) output the answer
extracted from the knowledge,
the slot value of the unfilled dialogue slot corresponds to
the answer extracted from the knowledgebase, and

the mput to the span-prediction machine learming model
defines the contextualized question as the target ques-
tion and the contextualized response as the knowledge-
base for contextualized question.

19. A computer-program product embodied 1n a non-
transitory machine-readable storage medium storing com-
puter instructions that, when executed by one or more
processors, perform operations comprising;

identitying a plurality of unfilled dialogue slots associated

with an active dialogue between a user and a machine
learning-based virtual dialogue agent;

obtaining one or more subsequent dialogue mmputs data

based on prompting the user for the plurality of unfilled
dialogue slots; and

computing a slot value for each of the plurality of unfilled

dialogue slots based on the obtaining of the one or more
subsequent dialog mputs, wherein computing the slot
value of each of the plurality of unfilled dialogue slots
includes:
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computing, via a question-answering machine learning
model, a plurality of slot answer inferences based on
an input of a contextualized question and a contex-
tualized response derived for each of the plurality of
unfilled dialogue slots.

20. The computer-program product of claim 19, wherein
computing the slot value of each of the unfilled dialogue
slots further includes:

(a) computing, via a question transformer model, a con-
textualized question for each of the plurality of the
unfilled dialogue slots based on an 1mnput of a question-
transform pairing associated with each of the plurality
of unfilled dialogue slots; and

(b) computing, via a context transformer model, a con-
textualized response for each of the plurality of unfilled
dialogue slots based on an input of a context-transform
pairing associated with each of the plurality of unfilled
dialogue slots.
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